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This paper reports on the findings of a simulation study designed to test various satellite configurations sug-
gested for the upcoming Swarm magnetic mapping mission. The test is to see whether the mission objectives
of recovering small-scale core secular variation (SV) and lithospheric magnetic signals, as well as information
about mantle conductivity structure, can be met. The recovery method used in this paper is known as com-
prehensive inversion (CI) and involves the parameterization of all major fields followed by a co-estimation of
these parameters in a least-squares sense in order to achieve proper signal separation. The advantage of co-
estimation over serial estimation of parameters is demonstrated by example. Synthetic data were calculated for a
pool of six Swarm satellites from a model based heavily on the CM4 comprehensive model, but which has more
small-scale lithospheric structure, a more complicated magnetospheric field, and an induced field reflecting a 3-D
conductivity model. These data also included realistic magnetic noise from spacecraft and payload. Though the
parameterization for the CI is based upon that of CM4, modifications have been made to accommodate these new
magnetospheric and induced fields, in particular with orthogonality constraints defined so as to avoid covariance
between slowly varying induced fields and SV. The use of these constraints is made feasible through an efficient
numerical implementation. Constellations of 4, 3, 2, and 1 satellites were considered; that with 3 was able to
meet the mission objectives, consistently resolving the SV to about spherical harmonic (SH) degree n = 15 and
the lithosphere to a limited n < 90 due to external field leakage, while those with 2 and 1 were not; 4 was an
improvement over 3, but was much less than the improvement from 2 to 3. The resolution of the magnetospheric
and induced SH time-series from the 3 satellite configuration was sufficient enough to allow the detection of 3-D
mantle conductivity structure in a companion study.
Key words: Earth’s magnetic field, comprehensive modelling, electromagnetic induction, ionosphere, litho-
sphere, magnetosphere.

1. Introduction
In April 2004 the European Space Agency’s (ESA) Liv-

ing Planet Programme selected Swarm—The Earth’s Mag-
netic Field and Environment Explorers for full implemen-
tation under its Earth Explorer mission suite. This mission,
tentatively scheduled for launch in 2009 with a four year du-
ration, consists of a magnetic mapping constellation of three
satellites in low-Earth, near-polar orbits that will provide
simultaneous, high-precision vector measurements at mul-
tiple spatial locations (see Friis-Christensen et al., 2006).
The specifications of the proposed constellation are for one
pair of satellites flying side-by-side in near-polar, circular
orbits with an initial altitude and inclination of 450 km and
86.8◦, respectively, separated in the east-west direction by
1◦–1.5◦. The third, higher satellite is proposed to be in
a circular orbit with 87.3◦ inclination at an initial altitude
of 530 km. The differential precession rate between the
higher and lower satellite orbital planes is about 2 hr/yr. The
resultant sampling of the magnetic field at multiple local
times will help to disentangle signals from various magnetic
sources and facilitate the resolution of the spatio-temporal
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aliasing prevalent in single-satellite missions. This will al-
low Swarm to meet its science objectives in core dynamics
and geodynamo processes, lithospheric magnetization, 3-D
mantle conductivity, ocean circulation, and magnetic forc-
ing of the upper atmosphere.

During Phase A of the mission, a full end-to-end sim-
ulation was performed to test the feasibility of recovering
the intended science objectives and to reveal possible de-
sign limitations. The simulation consists of two phases: a
forward or prediction module and an inverse module. In
the forward module, the details of which are given in the
companion paper of Olsen et al. (2006), magnetic fields
associated with the major near-Earth current systems are
synthesized from realistic models at the times and posi-
tions of the satellites. The sources considered include the
core, crust, magnetosphere, ionosphere, and fields induced
in the Earth’s outer conducting layers by time-varying ex-
ternal fields. The models that represent the fields from these
sources in the most consistent manner are known as Com-
prehensive Models (CMs) (Sabaka et al., 2002, 2004) and
are derived from satellite and observatory data during gen-
erally quiet magnetic conditions. Hence, the CMs, particu-
larly CM4 (Sabaka et al., 2004), form the basis of the pre-
diction model used in the forward step, with certain modi-
fications made for application to the Swarm mission. These
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include such things as smaller-scale lithospheric and secular
variation (SV) signals, a more complicated magnetospheric
field, and an induced field based upon an underlying 3-D
conductivity model. In addition, realistic instrument noise
has been included in the synthesized output.

The inverse module attempts to solve the inverse prob-
lem, that is, attempts to recover the various target fields
from the synthesized, noisy data. The target fields in
this study include the lithospheric field at all spatial wave-
lengths, but particularly the small-scale content, the secu-
lar variation of the core field, and temporal variations of
the broad-scale external and associated induced fields on
a scale of hours to weeks. The method of comprehensive
inversion (CI) is discussed here, but other approaches con-
tained in this module are covered in companion papers such
as Kuvshinov et al. (2006); Maus et al. (2006).

In the CI approach, fields associated with the major
near-Earth current systems are parameterized and then co-
estimated in a weighted least-squares sense; basically the
scheme employed in the derivation of the current CMs. As
will be seen in Sections 2 and 4.1, this co-estimation is criti-
cal to the proper partitioning of signal among sources whose
temporal and spatial scales overlap. Conversely, a serial es-
timation approach, i.e., one in which fields are parameter-
ized and removed in a sequential fashion, can significantly
degrade the quality of recovery of the fields. Because the
co-estimation procedure modifies each model basis func-
tion by actually identifying and removing the effects of all
others, it plays a direct role in error analysis, in which case it
could be termed “co-accounting”. That is, the CI approach
has the capability of accounting for unmodelled signal with-
out actually estimating this signal, assuming its functional
relationship with the measurements is known. If this re-
lationship involves an infinite number of parameters, then
the co-accounting takes place in the data covariance matrix;
but for a finite number, it can take place in the parameter
space, where it can lead to computationally feasible algo-
rithms since dense data covariance matrices due to non-zero
error correlation lengths can be avoided. In this study, data
from all local times are analyzed and this means that iono-
spheric sources must be dealt with; in this case, described
by a finite number of parameters. The co-estimation in CI
then naturally includes these effects in the error analysis of
the fields of interest. Though these ionospheric parameters
need not be explicitely solved for, they are in this study in
order to check the full range of recoverability in CI.

As for the remainder of this paper, the rationale for ap-
plying least-squares co-estimation, i.e., CI, to Swarm will
be argued in Section 2. The methodology of applying CI to
the simulated Swarm data will be covered in Section 3. This
includes modifications to the basic CM4 parameterization
used here, which are necessary for describing, in particular,
the high-frequency (periods on the order of hours to weeks)
magnetospheric and induced portions. The time variations
of these fields are discretized into bins during which the
fields are considered constant and separability from SV re-
quires that linear equality constraints be incorporated into
the least-squares algorithm, which creates some computa-
tional issues that will also be discussed. In addition, a brief
synopsis of the synthetic data and the selection criteria used

in this study will be given. Section 4 discusses the major
results of this study, which are the field recovery perfor-
mances of constellations of various sizes, where it will be
shown that the three-satellite constellation described earlier
is sufficient to meet the core SV and 3-D induction goals
established for Swarm. Of the constellations considered,
this one is found to be only marginally worse than its four-
satellite counterpart, but significantly better than the two-
satellite version. A simple example will also be given which
illustrates the superiority of co-estimation over serial esti-
mation in the Swarm context. Finally, a brief description
is given of how the magnetospheric and high-frequency in-
duced spherical harmonic time-series were produced from
the Swarm simulator data that were later used by Kuvshi-
nov et al. (2006) in detecting simulated 3-D structure in the
mantle.

2. An argument for using least-squares co-
estimation with Swarm

The near-Earth magnetic field is a complex superposition
of time-varying fields from many different sources whose
spatial and temporal scales overlap, especially from the per-
spective of limited data samplings. Typically a mixture
of serial estimation and co-estimation are used to recover
fields from certain constituent sources. For example, in or-
der to isolate the lithospheric signal many approaches will
first subtract a main field estimate and perhaps estimates
of the magnetospheric, ionospheric and induction signals
from the data before proceeding (see Arkani-Hamed and
Strangway, 1985a,b; Arkani-Hamed and Strangway, 1986;
Arkani-Hamed et al., 1994; Cohen and Achache, 1990;
Counil et al., 1991; Hamoudi et al., 1998; Ravat et al., 1995;
Maus et al., 2002). If, however, some spatial structure of the
lithospheric field is obfuscated by these other signals with
respect to data observability, then predicted signal power
will be erroneously reduced from the resulting lithospheric
model due to the serial nature of the process. Although
the Swarm constellation configuration will provide unprece-
dented data coverage at such high precision, which amelio-
rates some of the problems, it does not address other prob-
lems such as poor surface coverage. Furthermore, much
is expected of Swarm such that the expected accuracy lev-
els could still be eroded by not correctly treating the signal
overlap problem. The co-estimation approach followed in
CI takes into account the correlative information between
source fields in order to properly partition the signal.

The differences in least-squares co-estimation versus se-
rial estimation can be shown by first considering the solu-
tion of the least-squares problem

min
xA,xB

∣∣∣∣d − (
A B

) (
xA

xB

)∣∣∣∣2

, (1)

where | · | is the Euclidean norm, d is the data vector, and
A and B are the design matrices associated with two groups
of parameters xA and xB , respectively, which are to be co-
estimated. The solution to this problem is the solution of
the stationary condition, i.e., the normal equations(

AT A AT B
BT A BT B

) (
xA

xB

)
=

(
AT d
BT d

)
. (2)
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Assuming
(

AT A
)−1

exists, Eq. (2) may be reduced to ech-
elon form(

AT A AT B

0 BT B − BT A
(

AT A
)−1

AT B

) (
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)
= (3)(
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BT d − BT A

(
AT A

)−1
AT d

)
,

where the decoupled equation in xB may be rewritten as

BT
(

I − A
(

AT A
)−1

AT
)

B xB = (4)

BT
(

I − A
(

AT A
)−1

AT
)

d.

Observe, however, that I − A
(

AT A
)−1

AT is the projection
matrix onto the nullspace of the column span of the matrix
A, and will be denoted as NA. By permuting the parameter
space, one can make a completely symmetric argument for
the solution of xA with NB as the nullspace projector for the
columns of B. Since these projection matrices are idempo-
tent, the solution to the original least-squares co-estimation
problem may be recast as two decoupled problems which
lie in each others nullspaces


min

xA

|NB (d − A xA)|2
min

xB

|NA (d − B xB)|2 . (5)

Note that replacing NBd and NAd by d will not alter the
solutions, which means that the salient point is the modifi-
cation to the basis functions, that is, the columns of A and
B.

A serial estimation of xA followed by xB would lead to
the following minimization problem for xB

min
xB

|NAd − B xB |2 = min
xB

|NA (d − B xB) − (6)

RA B xB |2,
= min

xB

(|NA (d − B xB)|2 + (7)

|RA B xB |2),
where RA = I −NA is the projection matrix onto the range
of the column span of A and premultiplication of d by NA

yields the residuals of d with respect to parameters xA. Note
that the first term in the cost functional in Eq. (7) is identical
to that for xB in the co-estimation problem, but the second
term is new; this term, in fact, is a smoothing norm with unit
multiplier and will damp, to some extent, the solution in the
range of the column span of A. However, since dB = B xB

is the predicted data signal from xB , then one can see that
this additional term seeks to minimize its strength over the
range of the column span of A. In fact, the following length
relationships between the data signal vectors predicted by
co-estimation, dB , and serial estimation, d̃B , will be derived
in Appendix 1∣∣∣NAd̃B

∣∣∣ ≤
∣∣∣d̃B

∣∣∣ ≤ |NAdB | ≤ |dB | , (8)

where the parameter state vectors from serial estimation,
x̃B , and co-estimation, xB , are given by

x̃B = (
BTNA B + BTRA B

)−1
BTNAd, (9)

xB = (
BTNA B

)−1
BTNAd. (10)

Fig. 1. Venn diagram showing a set-theoretic view of the span of two sets
of basis functions (A and B, left and right circles, respectively) in a data
space (D) associated with two sets of generic model parameters to be
co-estimated in a least-squares sense. Notationally, A ∩ B is read “A
intersection B”, A \ B is read “A minus the intersection of A and B”,
and B \ A is read “B minus the intersection of B and A”.

Indeed, there will be an artificial reduction in power in a
predicted target field if contaminating fields are removed in
a separate first step. Notice, however, that this says nothing
about the relative lengths of the co-estimated and serial
estimated parameter state vectors; intuitively, it seems that
the latter should somehow have power artificially removed,
but evidently it is estimated such that Eq. (8) holds. In fact,
an upper-bound on the ratio of the lengths of x̃B to xB is
found in Appendix 1 to be∣∣x̃B

∣∣
|xB | ≤

√
κ

(
BTNA B

)
, (11)

where κ
(
BTNA B

)
is the condition number of BTNA B, i.e.,

the ratio of the largest to smallest eigenvalues of BTNA B
(see Demmel, 1997). Since the condition number is always
≥ 1, this does not force a reduction in power in x̃B with
respect to xB . These properites will be illustrated in an
example using the Swarm constellation in Section 4.1, and
in this case it will be seen that actually |xB | <

∣∣x̃B

∣∣.
The rationale for using least-squares co-estimation rather

than serial estimation may be further illustrated through set-
theoretic arguments by considering a data space D in which
d and the columns of A and B reside. Let the span of the
columns of A and B be represented by circles; the circles
then delineate that part of D that may be described by the
columns of either A or B. By construction, there are four
distinct regions: that which may be described by both A and
B, that is, the intersection of A and B denoted A ∩ B; that
which may be described by A, but not B, denoted A\B; that
which may be described by B, but not A, denoted B \ A;
and that which is described by neither A nor B. This is
represented visually in the Venn diagram of Fig. 1.

It may be assumed without loss of generality that the par-
titioned design matrix (A B) is full-rank. Otherwise, there
exists some single unobservable parameter represented by
A such that A \ B = 
, where 
 denotes the “empty set”,
in which case it is simply eliminated and the cycle repeated
until (A B) is no longer rank-deficient. If xA is estimated
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before xB in a serial approach, then xA is fit by the entire
span of A, i.e., the entire circle representing A, followed
by xB being fit by the entire span of B. However, A ∩ B
in some sense represents “disputed territory” within which
the estimator cannot discriminate between the two overlap-
ping sets. Because A ∩ B is not barred from consideration,
xA, being the first parameter set, will remove power from
this region while xB , finding no power here, will effectively
damp this portion of its data space. Note that a reversal in
order will necessarily change the solutions.

By contrast, co-estimation will eliminate A ∩ B from
consideration and rather estimate xA from A\B and xB from
B \ A, that is, consider only “undisputed territory”, which is
logically appealing. The sets A \ B and B \ A translate into
NB A and NA B, respectively, while A ∩ B translates into
the span of the columns of RB A and RA B. It is interesting
to note that if A and B represent mutually orthogonal basis
functions under a sufficient data distribution, then A ∩ B =

 and serial and co-estimation will be equivalent.

3. Methodology
The justification for a CI paradigm was established in the

previous section. The details of its application to Swarm
will now be covered, including cases where data have been
selected from one to four satellites comprising what is
known as Swarm constellation #2 (Olsen et al., 2006). In
addition, parameter modifications to the basic CM4 tem-
plate and the estimation procedure will be discussed along
with computational issues, which were quite formidable.
3.1 Data

The Swarm constellation #2 is actually a pool of six
satellite ephemerides of which up to four have been drawn
in this study, details of which are provided in Olsen et al.
(2006). In the first case, only a single low satellite is used,
Swarm A, with initial altitude and inclination of 450 km and
86.8◦, respectively; the second case uses both low-flying
satellites, Swarm A and B, differing only in their right-
ascension of the ascending node (RAAN), resulting in a
longitudinal separation of 1.5◦; the third case adds a single
high-flying satellite, Swarm C, to the mix whose initial
altitude and inclination are 550 km and 87.3◦, respectively;
and finally, the fourth case adds still another high-flyer,
Swarm D, with identical initial altitude and inclination as
Swarm C, but with a RAAN of 348◦, which separates it by
12◦ in longitude from Swarm C, whose RAAN is 0◦.

Vector magnetic data were synthesized along the
ephemerides every 1 min from 1997 to 2002 from a pro-
totype of the CM4 model (Sabaka et al., 2004), but with
four important modifications: 1) high-degree lithospheric
models (up to n = 120) and secular variation models (up to
n = 20) were added; 2) the magnetospheric field was de-
termined hourly from a world-wide distribution of ground-
based observatories; 3) a 3-D model of electrical conductiv-
ity of the crust and mantle was used to compute the induced
signal from the magnetosphere (the induced signal from
the ionosphere is still synthesized from a 1-D conductivity
model); and 4) realistic magnetic noise from spacecraft and
payload was added (Olsen et al., 2006). This synthetic noise
is based upon CHAMP spacecraft experience and Swarm
specifications. It is a random noise that is correlated in

time, but uncorrelated among the vector components. The
standard deviation of the noise is (0.07, 0.1, 0.07) nT for
(Br , Bθ , Bφ), where (r, θ, φ), are the usual spherical coordi-
nates, in agreement with Swarm performance requirements.
Furthermore, the toroidal field from CM4 was not included
in the synthesis because it was found to be somewhat un-
realistic, especially at the low satellite altitudes; neither an
extrapolation of the Ørsted field in radius nor the Magsat
field in local time is stable due to insufficient coverage in
the variation of these parameters.

The 1997 to 2002 time span was chosen to mimic that
portion of the solar cycle through which the mission is
scheduled to fly with the intent of producing magnetic con-
ditions similar to those anticipated to be encountered. Two
time sampling strategies were used: the first selects 1 min
values at quiet-times only during the 1997–2002 mission
envelope, where t is considered quiet when K p(t) < 1+,
K p(t −3 hr) ≤ 20, |Dst| ≤ 20 nT, and |
Dst/
t | ≤ 3 nT/hr
(
t = 1 hr); the second selects all 1 min values during
the 1999–2002 time span, regardless of the magnetic dis-
turbance level. The motivation for the first scheme is to
test the recoverability of the core SV signal over the entire
mission in the case of a realistically restricted data distri-
bution; the second scheme facilitates the assessment, in the
frequency domain, of the transfer function associated with
the 3-D conductivity model, which must be computed at
equal increments from the resulting model time-series es-
timates of the magnetospheric and high-frequency (periods
substantially shorter than those described by SV) induced
fields. After 1999 there is either sufficient separation be-
tween the high-low satellite orbital planes or they are at
least counter-rotating; two conditions which aid in resolv-
ing fine-scale structure. In both schemes, the vector data
were generated in the local NEC, i.e., (North, East, Center)
coordinate system, implying that vector attitude error has
not been considered at this stage.

Ground-based observatory data were omitted from the
present study mostly to gauge the effectiveness of the con-
stellation alone in meeting mission requirements and to
simplify this initial investigation. It is expected that sep-
arability between the static, broad-scale internal field and
the static ionospheric baseline field (Sabaka et al., 2002),
used to negate this field on the nightside due to diminished
conductivity levels, will be degraded somewhat, but this is
not expected to unduly affect target field recovery.
3.2 Parameterization

Since the essence of the CI is the estimation of param-
eters associated with an underlying CM, the parameteriza-
tion used here follows closely that of CM4, combined of
course with modifications which address those found in the
forward module listed in the previous section. A brief sum-
mary of the model parameterization is now given, but de-
tailed descriptions of the portions consistent with CM4 may
be found in Sabaka et al. (2002, 2004). The core and litho-
spheric magnetic fields are expressed as negative gradients
of internal potential functions of the form

Vcl(t, r) = �
{

a
120∑
n=1

n∑
m=0

(a

r

)n+1
γ m

n (t)Y m
n (θ, φ)

}
(12)
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with

Y m
n (θ, φ) = Pm

n (cos θ) exp imφ, (13)

where a is the mean radius of the Earth (6,371.2 km), r is
the position vector, (r ,θ ,φ) are the usual geographic spher-
ical polar coordinates, and Y m

n and Pm
n are the Schmidt

quasi-normalized surface spherical harmonic and associ-
ated Legendre function of degree n and order m, respec-
tively (Langel, 1987). The � {·} operation takes the real part
of the expression only. Hence, the γ m

n are unique complex
expansion coefficients, also known as Gauss coefficients.
They are related to the usual real Gauss coefficients gm

n and
hm

n according to γ m
n = gm

n − ihm
n . A degree truncation level

of 120 is used, which is commensurate with the signal con-
tent from this source in the data.

As in CM4, cubic B-splines describe the time varia-
tions in γ̇ m

n (t), and hence, the underlying core SV. In this
study, the epoch is taken at the synthetic mission mid-point,
1999.5, which is also the position of the single interior knot.
This configuration is the same for all Gauss coefficients of
n ≤ 20; above n = 20 all coefficients are considered con-
stant. This gives a total of 16,840 real parameters describ-
ing the core and lithospheric fields.

The ionospheric field is assumed to be due to currents
flowing in a sheet at h = 110 km altitude, and so is
represented as the negative gradient of potential functions
above and below the sheet, across which the radial field is
continuous. Since the conductivity pattern governing the
current flow is highly organized about the ambient mag-
netic field, special harmonic basis functions are employed
which possess this symmetry via their dependence upon the
Quasi-dipole (QD) coordinate system (Richmond, 1995).
Since the currents are ultimately driven by thermal winds
due to variable atmospheric heating, these QD functions
are mostly sun-synchronous, but include some faster and
slower modes to account for main field interactions. Further
solar dependence is built in as seasonal fluctuation and a
rigid expansion-contraction response to solar radio flux. Al-
though the dominant morphology of the quiet, regular (Sq)
portion of the ionospheric field is due to the broad-scale,
coupled Sq vortices in the northern and southern hemi-
spheres, there is a significant signal associated with the nar-
row, sinuous equatorial electrojet (EEJ), which is present on
the dayside along the dip equator. Therefore, the required
QD latitudinal resolution is much higher than in longitudi-
nal (or magnetic local time in the sun-synchronous frame).

The induced contributions are assumed due to an a priori
four layer, 1-D, radially varying conductivity model derived
from Sq and Dst data at selected European observatories
(Olsen, 1998). Responses with seasonal or longer periods
are derived by assuming that the mantle is an insulator in
the region a −δ ≤ r ≤ a and superconducting in r < a −δ,
where δ = 1000 km and corresponds to periods longer than
about a week.

This information is quantified in the following parameter-
izations in εl

ksp for the ionospheric potentials in the regions
a ≤ r ≤ a + h (included for completeness even though sur-
face data were not used in this study) and r > a + h, where

the “′” indicates the latter region,

Vion(t, tmut, r) = �
{ ∑

s,p,l,k

εl
ksp

∑
n,m

(14)

[
(dlm

kn )∗Sm
nsp,e(t, tmut, r)+

( f lm
knsp)

∗Sm
nsp,i(t, tmut, r)

]}
,

V ′
ion(t, tmut, r) = �

{ ∑
s,p,l,k

εl
ksp

∑
n,m

(15)

[
(glm

kn )∗ + ( f lm
knsp)

∗]
Sm

nsp,i(t, tmut, r)
}
,

with

Sm
nsp,e(t, tmut, r) = a

( r

a

)n
Pm

n (cos θd) (16)

exp i(mφd + ωsst + ωp ptmut),

Sm
nsp,i(t, tmut, r) = a

(a

r

)n+1
Pm

n (cos θd) (17)

exp i(mφd + ωsst + ωp ptmut),

where the asterisk denotes complex conjugation, (r ,θd,φd)
are dipole spherical polar coordinates, t is universal time
(UT) in years, tmut is magnetic universal time (MUT) in
hours, whose reference meridian is the prime of the dipole
coordinate system, and s and ωs are the seasonal wavenum-
ber and fundamental frequency of 1 cycle/yr, respectively,
while p and ωp are the diurnal wavenumber and fundamen-
tal frequency of 1 cycle/24 hrs, respectively. Summations
over s reflect annual and semi-annual seasonal variability
while those over p reflect the first four dominant subhar-
monics (periods as short as 6 hrs). Summations over l and
k are designed to maintain a constant resolution level in QD
latitude of about 4◦ for each p value. The dlm

kn are coeffi-
cients of spherical transforms used in representing the har-
monic QD function of degree k and order l as linear com-
binations of the usual spherical harmonics of degree n and
order m in dipole coordinates; the n and m summations re-
flect the required truncations levels. The glm

kn are similar to
dlm

kn , but they also contain information about the radial con-
tinuity of the ionospheric field across the sheet current. The
f lm
knsp contain information about the QD symmetry of the

internal induced fields, and accordingly, information about
the transfer function mappings from ionosphere to induced
imposed by the 1-D conductivity model; hence, the depen-
dence upon s and p. The glm

kn and f lm
knsp matrices allow for a

complete representation of ionospheric primary fields above
and below the sheet currents and secondary induced fields
in Earth’s outer conducting layers in terms of one set of
ionospheric primary potential parameters, of which there
are 5,520.

3.2.1 Magnetospheric and high-frequency induced
fields

The parameterization of the magnetospheric and associ-
ated high-frequency induced fields in this study represents
a significant departure from current CM approaches. The
idea here is to discretize these fields in time by dividing
the mission envelope into contiguous, short-duration bins
in which static models of both the magnetospheric and in-
duced fields are estimated. This is in part motivated by the
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Fig. 2. Schematic of the cubic B-spline distribution over the mission
envelope used to represent the secular variation of each main field Gauss
coefficient. There is a single interior knot at 1999.5 and 4 exterior
knots at each endpoint 1997 and 2002. The functions are numbered
sequentially from earliest to latest.

unprecedented coverage in local time at a given UT afforded
by the Swarm constellation. It also has the advantage of
eliminating the dependence upon the Dst index in tracking
ring current variability, which is known to have shortcom-
ings such as baseline shifting, etc. (Olsen et al., 2005), and
reducing the dependence on a priori conductivity models.
This latter point opens the possibilities of actually deducing
information on conductivity structure from Swarm.

With current sources located outside of the sampling re-
gion, these two fields may be represented in the j th bin
again as the negative gradient of potentials of the form

Vmag,j(r) = �
{

a
Nmax∑
n=1

min (n,Mmxm)∑
m=0

( r

a

)n
(18)

µm
n, j Y

m
n (θd, φd)

}
,

Vind,j(r) = �
{

a
Nmax∑
n=1

min (n,Mmxi)∑
m=0

(a

r

)n+1
(19)

ιmn, j Y
m
n (θd, φd)

}
,

where Nmax is the degree truncation level for both field ex-
pansions, and Mmxm and Mmxi are the order truncation lev-
els for the magnetospheric and induced expansions, respec-
tively. The truncation levels of these expansions are influ-
enced, as will be seen in Section 4.2, by the bin duration
and the configuration of the constellation.

Let 
T be the bin duration and Ta and Tb be the begin-
ning and ending times of the mission envelope where the

number of bins is given by � = (Tb − Ta)/
T and the j th
bin, B j , is defined as B j ≡ [Ta + ( j − 1)
T, Ta + j
T )

or B� ≡ [Ta + (� − 1)
T, Ta + �
T ]. Comparing
Eqs. (12) and (19), one sees that in function space on
T = [Ta, Tb]

γ m
n ∈ lim


T →0
Sp

(
ιkn, j , j = 1, . . . , �, k = 0, . . . , n

)
, (20)

where Sp(·) denotes the span of a set and ιkn, j is treated as a
constant function on B j . Indexing over k is necessary since
γ m

n and ιkn, j are with respect to two different coordinate
systems, geographic and dipole, respectively, and spherical
harmonics of degree n form an irreducible representation of
the rotation group (Cohen-Tannoudji et al., 1977). Thus,
at some 
T , separation of the ιmn, j from γ m

n will become
problematic since the former set becomes an increasingly
more accurate discretization of the latter with decreasing

T . To remedy the situation, constraints are sought which
will enforce some form of orthogonalization between the
ιmn, j and γ m

n over the data sampling times, and thus, tem-
porally decorrelate the two fields pointwise in space. Mu-
tual adjustment of both sets of parameters in the estima-
tion could lead to a highly non-linear optimization prob-
lem, and so the high-frequency induced field is made sub-
ordinate to the main field. That is, the main field tempo-
ral structure is permitted to freely adjust while the induced
field is relegated to fit the remaining high-frequency per-
turbations superimposed on the former. These perturbation
periods would be shorter than the resolving period of the
main field basis functions, which are integrals of cubic B-
splines, i.e., quartic polynomials within the knot intervals.
This is physically reasonable given that there are four poly-
nomial roots over 30 months intervals leading to regions
of uniform sign on the order of 6 mo in duration in γ m

n (t),
which is taken as the resolving period, and this is shorter
than variations expected to be seen from core processes due
to mantle screening. Thus, the ιmn, j are expected to capture
most of the induced field due to the highly variable mag-
netospheric field. An obvious caveat is the false attribution
of long-period induced signals to the core SV, which are
likely manifestations, for instance, of the solar cycle. How-
ever, the hope is that real information about the conductivity
structure will be gleaned for shorter periods.

Formally, the orthogonality conditions are introduced by
defining an inner product, <, >D , on the space of data
sampling times such that for two arbitrary functions f and
g defined on T

< f, g >D ≡
∫

T
f (τ )g(τ )δ

(
�

N�

k=1 (τ − tk)
)

dτ, (21)

=
N�∑

k=1

f (tk)g(tk), (22)

where δ(·) is the Dirac delta function and N j is the number
of data sampling times, tk , residing in bins B1 through B j ,
with N0 ≡ 0 (which is needed later). Thus, <, >D reduces
to a vector dot product discretized at the data sampling
times. In order to enforce orthogonality in time with any
main field pointwise in space, the inner product of each set{
ιmn, j , j = 1, . . . , �

}
with each main field basis function
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bi (t) must vanish. In this study, the SV is represented
by cubic B-splines with one interior knot at 1999.5 and 4
exterior knots at each endpoint 1997 and 2002. Each cubic
spline occupies 4 adjacent knot intervals giving a total of
5 functions in this case. Figure 2 illustrates the cubic B-
spline distribution and numbers the 5 functions sequentially
from earliest to latest. For the main field this means 6 basis
functions, including a static baseline, at most for any given
Gauss coefficient. If the number of real, high-frequency
induced coefficients in a bin is Lbi = Mmxi (Mmxi + 2) +
(Nmax − Mmxi)(2 Mmxi + 1), then the number of linear,
homogeneous constraints that must be imposed is K =
6 Lbi. The form of the constraint corresponding to the i th
main field basis function and the induced coefficient of
degree n and order m is

< bi , ι
m
n >D≡

�∑
j=1

ιmn, j

N j∑
k=N j−1+1

bi (tk). (23)

The constraints may be assembled into a matrix equation of
the form

G i ι = 0, (24)

where ι is the vector of all high-frequency induced field
expansion coefficients of length L i = � Lbi and G i is the
K × L i constraint matrix. In the equally-incremented selec-
tion scheme, if Nmax = 3, Mmxm = 1 and Mmxi = 3 for 1 hr
bins over the three year sampling interval, then � = 26,304,
Lbi = 15, L i = 394,560, Lbm = 9, Lm = 236,736 (analo-
gous to Lbi and L i, respectively, but for the magnetosphere),
and K = 90; thus, a total of Lmi = 631,296 real coeffi-
cients describe the magnetospheric and high-frequency in-
duced fields.
3.3 Linear least-squares with linear equality con-

straints
The CI employs weighted least-squares to estimate the

model parameter state, x, and in this study, incorporates lin-
ear equality constraints, G i, to enforce pointwise temporal
decorrelation between the high-frequency induced field and
the core SV field. Because only vector measurements are
used, the problem is linear in the model parameters. There-
fore, the linear least-squares problem with linear equality
constraints (LSLE) may be written as

LSLE

{
min

x
|d − A x|2

subject to G x = 0
, (25)

where, d is again the data vector, A is the design matrix
associated with x, and G is a sparse matrix whose non-
trivial portion corresponds to G i. Data are weighted ac-
cording to sin θ such that the resulting distribution is more
uniform, which is especially important for polar orbiting
satellites. This weighting is understood to have been ap-
plied to d and A in Eq. (25) as a premultiplication by the
appropriate

√
sin θ and will not be discussed further. The

solution to LSLE is found directly from the Lagrange multi-
plier theorem (Bertsekas, 1995; Golub and Van Loan, 1989;
Toutenburg, 1982)

x =
[

E−1 − E−1GT
(
G E−1GT

)−1
G E−1

]
y, (26)

where

E = AT A, (27)

y = AT d. (28)

It can be seen that the solution in Eq. (26) indeed satisfies
the constraint portion of Eq. (25), as required.

Previous CMs derived from POGO, Magsat, Ørsted, and
CHAMP satellite data and from observatory data (Sabaka
et al., 2002, 2004) have required additional regularization,
particularly in the SV and ionospheric portions of the mod-
els. This is in part due to inadequacies in data quality and
distribution either geographically or in local time. This
regularization is usually introduced as additional quadratic
smoothing terms (terms whose minima correspond to x =
0) in the least-squares cost function. However, these terms
are omitted here in order to investigate whether the quality
and distribution of Swarm data is satisfactory to resolve all
parameters, with the exception of those mentioned earlier. It
is expected, however, that reality will be more complicated
than this simulation and these regularizations will very well
be necessary in selecting the best models.

3.3.1 Computational issues Unless there is a com-
pelling need, it is generally not recommended that the sys-
tem matrix be explicitely inverted when solving a linear set
of equations. Rather, it is more efficient to solve the sys-
tem through iterative methods or through matrix factoriza-
tion methods such as an “LU” decomposition. However,
Eq. (26) is cast in the form of an explicit matrix inversion
since (Sorenson, 1980)

lim
λ→∞

(
E + λGT G

)−1 = E−1 − E−1GT (29)(
G E−1GT

)−1
G E−1,

which suggests that a more efficient factorization method
may exist.

Consider a partitioning of x such that xB are the parame-
ters affecting data only in a particular bin, i.e., the magneto-
spheric and high-frequency induced parameters, and xC are
the parameters whose effects are common to all data, i.e.,
the core, lithospheric, ionospheric and associated induced
parameters. Let G be that portion of G corresponding to xB

such that G = (G 0). Problem LSLE may alternatively be
restated in terms of Lagrange multiplier theory (Bertsekas,
1995; Golub and Van Loan, 1989; Toutenburg, 1982) as

LSLE

{
min
xB ,xC

(∣∣∣∣d − (
AB AC

) (
xB

xC

)∣∣∣∣2

+ (30)

lim
λ→∞

λ |GxB |2
)

,

where AB and AC are appropriate partitions of A and λ is
the Lagrange multiplier for the constraint equations. The
solution of LSLE is given by the stationary condition

lim
λ→∞

(
EB B + λGTG EBC

ET
BC ECC

) (
xB

xC

)
=

(
yB

yC

)
, (31)

where EB B = AT
B AB , EBC = AT

B AC , ECC = AT
C AC ,

yB = AT
Bd, and yC = AT

C d. Applying Eq. (29) to
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Fig. 3. Comparison of true and recovered crustal field coefficients at Earth’s surface from SW-ABCD data containing both crustal, from n = 14 − 120,
and magnetospheric contributions using both co-estimation and serial estimation schemes. For the top two tiers, the left are the Rn spectra for the
true (green), recovered (red) and for the difference between true and recovered (blue) crustal models. In the middle are the differences in coefficients
as a function of degree n. On the right are the degree correlations, ρn , between the recovered and true models. The bottom tier shows the sensitivity
matrices, S(n, m), of the crustal fields recovered by co- (left) and serial (middle) estimation and when the SW-ABCD data contained only a crustal
contribution (right).

limλ→∞
(
EB B + λGTG

)−1
allows for a relatively straight

forward block-Cholesky factorization to be performed se-
quentially by bin. This is because the Lmi ×Lmi matrix EB B

has a sparse block-diagonal structure due to the temporally
local nature of the xB parameters. There is one symmetric
Lb × Lb block for each bin, where Lb = Lbi + Lbm. Since
G may be easily partitioned across bins, the GE−1

B BGT ma-
trix can be easily accumulated sequentially by bin. This is a

great savings over the formation of G E−1GT since E−1 is
necessarily dense.

The algorithm then requires one pass through the data for
the block-Cholesky factorization phase and a possible sec-
ond pass (depending on whether bin-oriented matrices are
stored during the first pass) for the back-substitution phase.
If Lcli is the length of xC , which in this study is 22,360,
then the storage requirements for the lower-triangular por-
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tion of a matrix of order L plus one right-hand-side vec-
tor are L(L + 3)/2 = 252,574,049 words, where L =
Lcli + Lb + K = 22,474.

Actual computation was done on halem, the HP/Compaq
AlphaServer Super-Cluster located at the NASA Center
for Computational Sciences at Goddard Space Flight Cen-
ter. This is a large-scale, distributed-memory, parallel
computer. Linear algebraic operations were performed on
64 processors using the ScaLAPACK software as well as
the Parallel Basic Linear Algebra Subprograms, (PBLAS)
and the Basic Linear Algebra Communication Subrou-
tines (BLACS). Additional information may be found at
http://www.netlib.org/scalapack.

4. Results and Discussion
In order to assess the quality of recovery of the target

fields, three different metrics will be used:

Difference in spectra If gm
n and hm

n are the real Gauss
coefficients of the internal field expansion, then the mean-
squared field magnitude at Earth’s surface from degree n,
Rn , known as the Lowes-Mauersberger spectrum (Langel,
1987), is given by

Rn = (n + 1)

n∑
m=0

[(
gm

n

)2 + (
hm

n

)2
]
, (32)

= (n + 1) |gn|2 , (33)

where gn is the vector of spherical harmonic coefficients
of degree n. Hence, Rn is rotationally invariant, and these
spectra, as well as those of the model differences, i.e., 
gn ,
gauge the agreement in magnitude of the true and recovered
gn .

Degree correlation To gauge the agreement in direction
between two vectors, gn,1 and gn,2, of spherical harmonic
coefficients of degree n, the degree correlation, ρn , is com-
puted as

ρn =

n∑
m=0

[
gm

n,1gm
n,2 + hm

n,1hm
n,2

]
√

n∑
m=0

[(
gm

n,1

)2 + (
hm

n,1

)2
] (34)

× 1√
n∑

m=0

[(
gm

n,2

)2 + (
hm

n,2

)2
] ,

= gn,1 · gn,2∣∣gn,1

∣∣ ∣∣gn,2

∣∣ , (35)

= cos ζn, (36)

where ζn is the angle between gn,1 and gn,2. Recovery is
deemed satisfactory whenever ρn ≥ 0.7 or roughly ζn ≤
45◦, i.e., the vectors are more correlated than uncorrelated.

Sensitivity matrix To assess the agreement of two mod-
els for a particular coefficient, a sensitivity matrix, S(n, m),
is constructed in which coefficient differences are normal-
ized by the mean spectral amplitude for degree n. If km

n

is the recovered Gauss coefficient such that km
n = gm

n for
m ≥ 0 and km

n = h−m
n for m < 0, and cm

n is the correspond-
ing true coefficient, then

S(n, m) = 100
km

n − cm
n√

1
2n+1

n∑
m=−n

(
cm

n

)2

. (37)

4.1 Recovery using co- versus serial estimation
In Section 2 it was argued that a recovery approach based

upon co-estimation of the parameters should be superior to
one using serial estimation. In this section, an example
is provided which illustrates this in the context of Swarm
where only the magnetospheric and static n = 14 − 120
degree lithospheric contributions are taken from the data of
the four Swarm satellites A, B, C and D, denoted constel-
lation SW-ABCD, selected during quiet-time using the cri-
teria described earlier. Instrument noise is not considered
here. This yields 789,763 vector observations per satel-
lite for a total measurement count of dim (d) = 9,477,156.
These are analyzed over 1 hr bins with magnetospheric ex-
pansions defined by Nmax = 3 and Mmxm = 1. This cor-
responds to the hourly analysis of world-wide observatories
used to synthesize this data mentioned earlier. In addition, a
single Swarm satellite traverses roughly 2/3 of an orbit per
hour, which should be sufficient for resolving these trunca-
tion levels. This results in Lbm = Lb = 9 coefficients per
1 hr bin. The number of bins having a sufficient amount
of data for this parameterization is � ≈ 14,000. Thus,
the total number of magnetospheric coefficients is about
126,000. If a degree n = 1 − 120 internal static expan-
sion is used to model the lithosphere, then a grand total of
dim (x) ≈ 140,640 parameters will be estimated. These pa-
rameters are both co-estimated and serial estimated; the lat-
ter estimating and removing the magnetospheric contribu-
tions from the data first and then estimating the lithospheric
field separately. The data weighting is as described in Sec-
tion 3.3.

The resulting quality of recovery of the crustal coeffi-
cients from these two approaches is illustrated in Fig. 3. The
Rn spectra, coefficient differences and degree correlations
all show the degraded nature of the serial recovery with re-
spect to co-estimation. This is especially true for the low to
mid-degree range where the dispersion of the serial estimate
from the true model is over two orders of magnitude higher
in Rn than for the co-estimate. It is suspected that this
is the likely range of the parameter space intersection be-
tween magnetospheric and lithospheric basis functions. In
fact, a test case was attempted in which an additional static
n = 1 − 13 degree lithospheric contribution was retained
in the data, but while this was successful for co-estimation,
it failed completely for serial estimation, thus embolden-
ing the low-degree intersection argument. The most direct
comparision is seen in the sensitivity matrices which show
spurious excursions in the serial estimate along columns of
equal order m which do not appear in the co-estimate for
n < 65.

The Euclidean lengths of the various projections of pre-
dicted crustal signal vectors in Eq. (8) have been computed
and are listed in Table 1, along with those for the crustal
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Table 1. Euclidean lengths of crustal parameter state vectors, xB , and
various projections of predicted crustal signal vectors, dB , derived from
SW-ABCD data containing both crustal, from n = 14 − 120, and mag-
netospheric contributions using both co-estimation and serial estimation
schemes. Here, A and B denote the magnetosphere and crust, respec-
tively. Units are in nT.

Co-estimated Serial estimated

|xB | 8.47 8.63

|RAdB | 779.49 637.28

|NAdB | 5,269.21 5,183.12

|dB | 5,326.55 5,222.15
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Fig. 4. Ratios of crustal Rn values at Earth’s surface per degree from the
true, co-estimated, and serial estimated models. Top shows co-estimated
to serial estimated, middle shows true to co-estimated, and bottom
shows true to serial estimated ratios.

parameter state vectors, as derived from co-estimation and
serial estimation. Indeed, all of the predicted signal lengths
are in accordance with Eq. (8). In addition, the projections
onto the range of the magnetospheric column span also
show decreased power in the serial estimation case; some-
thing intuitively satisfying, but not necessarily required.
What is very interesting, however, is that the length of the
serial estimate of the crustal parameter vector exceeds that
of the co-estimate. Recall from Eq. (11) of Section 2 that
the upper-bound on the ratio of the former to the latter is
always ≥ 1. Evidently, additional structure is needed in
xB in this case to accommodate the second term in the cost
function of Eq. (7).

In order to investigate this further, plots were made of
the ratios of crustal Rn values at Earth’s surface per degree
from the true, co-estimated, and serial estimated. While
one might consider this a comparison of predicted signals,

the cancellation of the n + 1 terms in Eq. (33) leaves a
simple ratio of parameter variances per degree. The top,
middle, and bottom plots in Fig. 4 show the co-estimated
to serial estimated, true to co-estimated, and true to serial
estimated ratios. Focusing on the n = 14 − 75 regime
reveals an erroneous decrease in parameter strength for the
serial estimate, which is not seen in the co-estimate. For
n > 80, both estimates have excessive power, but even more
so for the serial estimate; apparently the high degree terms
account for the longer length of the serial estimate. For
n < 14, the true model has zero power, but the top plot
shows that the serial estimate has significantly more power
than the co-estimate.

While this case study shows the superior recovery capa-
bility of co-estimation over serial estimation, it does also
reveal a problem with the current general analysis which is
manifested as a prominent “hemispherical” excursion pat-
tern for n > 85 in the sensitivity matrices of both ap-
proaches. To investigate this, another test was done in
which only the static n = 14 − 120 degree lithospheric
contribution in the SW-ABCD data was retained. This was
analyzed directly using a spherical harmonic expansion of
like truncation level in order to see if the pattern was due
to some type of sampling inadequacy. The resulting ma-
trix at the lower-right of Fig. 3 shows near perfect recov-
ery and indicates that no such sampling problem exists.
Since the pattern exists even after correction of the crustal
basis functions for parameterized magnetospheric effects,
as attested to in the co-estimation plot, this suggests that
the time-varying magnetospheric field is not being entirely
explained by the parameterization used here. If the mag-
netosphere were static throughout the mission and mod-
elled as such, then one would expect this field to be near-
orthogonal, due to possible sampling issues, to the static
lithosphere. However, this is a case in which a portion of
the unmodelled, time-varying external field appears as a
static internal field in the null space of the magnetospheric
model; a space shared by both the co-estimation and se-
rial estimation. The actual shape, and degree/order range
of the excursion pattern is likely related to the orbital in-
clination angles of the SW-ABCD satellites. In fact, differ-
ence plots between the vector components of the true crustal
field and those predicted from co-estimation and serial es-
timation (not included here) reveal structure along the or-
bits. This type of contamination is common when dealing
with data concentrated along tracks and is usually addressed
by well-known methods such as levelling (see Green, 1983;
Luyendyk, 1997; Minty, 1991), although see the companion
paper of Maus et al. (2006) for an alternative approach in
crustal field extraction from Swarm. It is beyond the scope
of this paper to pursue the problem any further here and it
will be left for future research. However, this will neces-
sarily limit the maximum degree of resolution of the crustal
field in this study to about n = 90.
4.2 Recovery from quiet-time data

4.2.1 Swarm A, B, C and D A selection of data from
the SW-ABCD constellation identical to that of Section 4.1
was considered here except that now the data contain all
source contributions, including instrument noise. Again,
these were analyzed over 1 hr bins with magnetospheric ex-
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Fig. 5. Comparison of original and recovered secular variation (SV) at 1997.5, 1998.5 and 1999.5 at Earth’s surface for each of the four combinations of
satellites, SW-A, SW-AB, SW-ABC, and SW-ABCD. On the left are the Rn spectra for the original (black) and for the difference between original and
recovered SW-A (light blue), SW-AB (green), SW-ABC (red), and SW-ABCD (dark blue) models. In the middle are the differences in coefficients
as a function of degree n (same color scheme). On the right are the degree correlations, ρn , between the recovered and original models (same color
scheme).

pansions defined by Nmax = 3 and Mmxm = 1. However,
the associated high-frequency induced signal is a function
of 3-D conductivity structure and requires a more compli-
cated spatial representation. In this case a Nmax = 3 and
Mmxi = 3 expansion is used. It will be seen that in order to
resolve these features, one should have satellites in at least
two well-separated orbit planes. This results in Lbi = 15
and Lbm = 9 for a total of Lb = 24 coefficients per 1 hr bin.
Recall that the number of bins having a sufficient amount of

data for this parameterization is � ≈ 14,000. Thus, the to-
tal number of magnetospheric and high-frequency induced
coefficients is about 336,000; the grand total of parameters
to be estimated is then dim (x) ≈ 358,360. The number of
linear orthogonality constraints is K = 90.

The performance of this constellation in regards to SV
and lithospheric recovery are indicated in Figs. 5, 6, and 7
in the form of comparisons between the recovered and orig-
inal models. The quality of the high-degree SV recovery
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Fig. 6. Same as Fig. 5, but for secular variation (SV) at 2000.5 and 2001.5 and for the core and lithosphere (C/L) at 1999.0 at Earth’s surface (bottom
panels).

varies over the life of the mission, being a bit better towards
the middle of the mission. Degrees 1–14 are recovered con-
sistently above the 0.7 correlation threshold, but degrees up
to 16 are recovered at this level during certain times. These
values are also confirmed by the cross-over point of the
Rn spectra of the original and difference; the degree above
which errors begin to dominate the signal. It is expected
that recovery of degrees 1–3 will be enhanced if observa-
tory data are used. The sensitivity matrices show a grad-
ual degradation across all orders with increasing degree. It
should be noted that power associated with any long-term

trends existing in the magnetospheric induced contributions
would necessarily be incorporated into that of the SV by de-
sign and could be the cause of the observed deteriorations
at high degree.

The crustal field is being recovered adequately from de-
grees 20–90; the degree correlations are above 0.97 through
degree 80. The sensitivity matrix shows uniform recov-
ery that is roughly independent of order and which very
gradually deteriorates with increasing degree. Again, the
“hemispherical” excursion pattern becomes prominent near
n = 90.



T. J. SABAKA et al.: COMPREHENSIVE INVERSION USING SWARM 383

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 1997.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 1998.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 1999.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 2000.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 2001.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

h
n
m              order  m              g

n
m

de
gr

ee
 n

C/L at 1999

−50 0 50

20

30

40

50

60

70

80

90 −100

−50

0

50

100

Fig. 7. Sensitivity matrices, S(n, m), for the SW-ABCD secular variation (SV) and core and lithospheric (C/L) models corresponding to the epochs in
Fig. 5.

The effects of orbital configuration on the recoverability
of the SV and the time-series of magnetospheric and high-
frequency induced contributions are illustrated in Figs. 8-
11. The first figure shows the main field gm

n and hm
n coeffi-

cient estimates from SW-ABCD (green) and the original co-
efficients (dark blue) over the mission envelope for degrees
n = 1−3, and the second, third and fourth figures show the
same for the SV ġm

n and ḣm
n , the magnetospheric qm

n and sm
n ,

and the high-frequency induced am
n and bm

n coefficients, re-
spectively. Recall that the magnetospheric coefficients are
only determined over orders m = 0 − 1. These real coeffi-

cients are related to the complex such that γ m
n = gm

n − ihm
n ,

µm
n = qm

n − ism
n and ιmn = am

n − ibm
n . Note that the ge-

ometries are slightly different here since the main field and
SV coefficients relate to geographic coordinates while the
magnetospheric and induced coefficients relate to dipole co-
ordinates. The original magnetospheric and induced coef-
ficients have been shifted by various amounts in order to
facilitate visual comparisons.

In general, one sees fairly good recovery of the SV coeffi-
cients over the middle portion of the envelope, but degraded
near the edges. This translates to good agreement in trend
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Fig. 8. Plots of the main field coefficients gm
n = � {

γ m
n

}
and hm

n = � {
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}
for n = 1 − 3 over the mission envelope derived from quiet-time data from

SW-ABC (red), SW-ABCD (green) and SW-AB (light blue) compared to the true coefficients (dark blue).

for the main field coefficients. However, there are some
noteworthy coefficients whose offset mismatches are large
with respect to total SV over the mission, e.g, g1

2 and g0
3.

These offsets could be due to ionospheric baseline leakage
due to the absence of surface data, especially since these are
low orders. There are also some cases in which simpler con-
stellations perform better than SW-ABCD, and these will be
discussed later.

Looking at the magnetospheric and high-frequency in-
duced coefficients, one notices large oscillations in some of

them before mid-1998, which, in the latter case, attenuate
to a minimum amplitude around 2000, and then slightly in-
crease towards the end of the mission. Vertical dotted lines
have been added to Figs. 10 and 11 to mark separations of 3,
6, and 9 hr in local time between the Swarm A and C orbital
planes. These patterns appear to correlate extremely well
with the evolution of the local-time separation between the
orbit planes. Although one may be tempted to explain these
as edge effects related to the SV B-spline basis functions,
the stability of the SW-AB constellation solutions for the
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Fig. 9. Plots of the secular variation coefficients ġm
n = � {
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and ḣm
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for n = 1 − 3 over the mission envelope derived from quiet-time

data from SW-ABC (red), SW-ABCD (green) and SW-AB (light blue) compared to the true coefficients (dark blue).

high-frequency induced coefficients, to be discussed later,
suggests otherwise.

Despite this, excellent recovery is seen in all of the mag-
netospheric and most of the high-frequency induced coeffi-
cients, particularly during the latter half of the mission and
for lower order m. Table 2 lists the correlations between the
true and recovered time-series for the entire mission (1997–
2002) and the latter half of the mission (1999–2002) for
each constellations considered in this study. In this context,

the correlation is similiar to Eq. (35), except that the two
vectors are the recovered and true signals whose elements
are their values during each quiet-time bin. For SW-ABCD,
one sees high correlations among the magnetospheric co-
efficients, which consistently increase for the latter half of
the mission during which the orbital planes are more sep-
arated. As for the high-frequency induced coefficients, the
correlations are generally much lower than for their mag-
netospheric counterpart. Indeed, they usually decrease with
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Fig. 10. Plots of the magnetospheric coefficients qm
n = � {

µm
n

}
and sm

n = � {
µm

n

}
for n = 1 − 3, m = 0 − 1 over the mission envelope derived from

quiet-time data from SW-ABC (red), SW-ABCD (green) and SW-AB (light blue) compared to the true coefficients (dark blue). Vertical dotted lines
mark separations of 3, 6, and 9 hr in local time between the Swarm A and C orbital planes; satellites are either co-rotating or counter-rotating for
separations less than or greater than 6 hr, respectively. The SW-AB and true coefficients have been shifted in order to facilitate a visual comparison;
the shifts for q0

1 , q1
1 , . . . , s1

3 are 40, 20, 20, 10, 15, 10, 7, 7 and 7 nT, respectively, for the SW-AB and −40, −20, −25, −10, −15, −10, −7, −7 and
−7 nT, respectively, for the true coefficients.

increasing m and do generally increase with larger orbital
plane separations seen after 1999. One should realize that
while these correlations can be quite modest, they reflect all
periods present in the series; it is expected that these val-
ues will fluctuate amongst individual periods. In addition,

if the bin duration is increased to allow better spatial cover-
age, then these higher-order harmonics are recovered much
better, at least below the Nyquist frequency (see Kuvshinov
et al., 2006).

The influence of the orthogonality constraints on the
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Fig. 11. Plots of the high-frequency induced coefficients am
n = � {

ιmn
}

and bm
n = � {

ιmn
}

for n = 1 − 3 over the mission envelope derived from
quiet-time data from SW-ABC (red), SW-ABCD (green) and SW-AB (light blue) compared to the true coefficients (dark blue). Vertical dotted lines
mark separations of 3, 6, and 9 hr in local time between the Swarm A and C orbital planes; satellites are either co-rotating or counter-rotating for
separations less than or greater than 6 hr, respectively. The SW-AB and true coefficients have been shifted in order to facilitate a visual comparison;
the shifts for a0

1 , a1
1 , . . . , b3

3 are 20, 30, 40, 5, 10, 10, 10, 15, and 15 nT, respectively, for the SW-AB and −20, −30, −40, −5, −10, −10, −3, −3,
−10, −10, −15, −5, −5, −10 and −20 nT, respectively, for the true coefficients.

time-series of the recovered high-frequency induced coef-
ficients can be seen in Fig. 11 where they all oscillate about
the zero level (the true and SW-AB cases have been artifi-
cially offset for visual clarity), which is a consequence of
being orthogonal to the SV base level; contrast this with the
magnetospheric coefficients in Fig. 10 which are not so re-

stricted. However, Olsen et al. (2005) argue that induced
contributions should be zero-mean over appropriate periods
such that this restriction is physically plausible. Inspection
of the true induced coefficients in these plots indicates that
they indeed oscillate about a near-zero level when the arti-
ficial offset is taken into account.
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Table 2. Correlations between true and recovered magnetospheric (qm
n and sm

n ) and high-frequency induced (am
n and bm

n ) coefficient time-series derived
from constellations SW-ABCD, SW-ABC and SW-AB calculated over the time spans 1997–2002 and 1999–2002.

SW-ABCD

1997–2002 1999–2002︷ ︸︸ ︷ ︷ ︸︸ ︷
n m am

n qm
n bm

n sm
n am

n qm
n bm

n sm
n

1 0 0.52089 0.99960 0.50124 0.99981

1 1 0.26071 0.94174 0.28911 0.88463 0.71630 0.99577 0.84385 0.99204

2 0 0.90590 0.99714 0.89910 0.99769

2 1 0.87873 0.99570 0.87833 0.99332 0.83874 0.99750 0.85650 0.99698

2 2 0.45440 — 0.45744 — 0.34466 — 0.40358 —

3 0 0.49713 0.99922 0.59019 0.99948

3 1 0.37767 0.99676 0.35697 0.99215 0.77858 0.99854 0.85185 0.99801

3 2 0.21078 — 0.28762 — 0.43964 — 0.60716 —

3 3 0.04595 — 0.01398 — 0.08002 — 0.11341 —

SW-ABC

1997–2002 1999–2002︷ ︸︸ ︷ ︷ ︸︸ ︷
n m am

n qm
n bm

n sm
n am

n qm
n bm

n sm
n

1 0 0.48771 0.99908 0.50038 0.99960

1 1 0.22210 0.85373 0.22330 0.72983 0.63666 0.99117 0.68310 0.98354

2 0 0.80750 0.98524 0.83928 0.98852

2 1 0.77784 0.98071 0.75146 0.97199 0.80431 0.99200 0.80241 0.99082

2 2 0.12894 — 0.21288 — 0.09530 — 0.15767 —

3 0 0.41302 0.99764 0.57268 0.99840

3 1 0.22396 0.99250 0.20702 0.98558 0.71814 0.99637 0.77091 0.99539

3 2 0.14945 — 0.17354 — 0.32902 — 0.47520 —

3 3 -0.02989 — 0.00843 — 0.04276 — 0.06703 —

SW-AB

1997–2002 1999–2002︷ ︸︸ ︷ ︷ ︸︸ ︷
n m am

n qm
n bm

n sm
n am

n qm
n bm

n sm
n

1 0 0.52190 0.99860 0.48494 0.99841

1 1 0.44273 0.94150 0.40028 0.88620 0.40911 0.94102 0.38576 0.88825

2 0 0.65788 0.96234 0.61189 0.96616

2 1 0.52340 0.92861 0.50112 0.89402 0.42775 0.91093 0.41887 0.88248

2 2 — — — — — — — —

3 0 0.61336 0.98957 0.54623 0.99110

3 1 0.32168 0.90647 0.35988 0.85536 0.30101 0.86682 0.36068 0.83207

3 2 — — — — — — — —

3 3 — — — — — — — —

4.2.2 Swarm A, B and C This case, denoted as SW-
ABC, is identical to the previous except that data from
Swarm satellite D, one of the high-flyers, has been removed;
thus, dim (d) = 7,107,867. The salient difference is that
there is now one less orbital plane during maximum sep-
aration, which is expected to somewhat degrade recovery
performance. Again, Figs. 5 and 6 indicate that high-degree
SV recovery behaves generally the best towards the mid-
dle of the mission, where it is commensurate with SW-
ABCD, and is only marginally worse than SW-ABCD near
the edges. The sensitivity matrices, shown in Fig. 12, are
also very close to those of SW-ABCD. Evidently, the re-

moval of Swarm D would not greatly impact the SV re-
covery phase of the mission, at least as suggested by these
metrics. A closer inspection of individual coefficients for
degrees n = 1 − 3 in Figs. 8 and 9 reveals an overall simi-
lar behavior in SV with SW-ABCD (green) with perhaps a
slight degradation for SW-ABC (red), particularly near the
mission edges. Offsets in the main field coefficients are also
mostly similar.

Likewise, the quality of the crustal field recovery is very
close to that of SW-ABCD, and in fact, may be better over
certain coefficient ranges, such as for n > 80. The sensi-
tivity matrix is almost indistinguishable from that of SW-



T. J. SABAKA et al.: COMPREHENSIVE INVERSION USING SWARM 389

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 1997.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 1998.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 1999.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 2000.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

dh
n
m/dt           order  m           dg

n
m/dt

de
gr

ee
 n

SV at 2001.5

−10 0 10

2

4

6

8

10

12

14

16

18
−100

−50

0

50

100

h
n
m              order  m              g

n
m

de
gr

ee
 n

C/L at 1999

−50 0 50

20

30

40

50

60

70

80

90 −100

−50

0

50

100

Fig. 12. Same as Fig. 7, but for the SW-ABC case.

ABCD, which suggest that for lithospheric studies there is
no compelling advantage of SW-ABCD over SW-ABC.

A more noticeable difference in performance between
SW-ABCD and SW-ABC is seen in the recovery of the
magnetospheric and high-frequency induced time-series,
although they are both quite comparable. Figure 10 shows
that the SW-ABC (red) recovery of magnetospheric coef-
ficients is nearly commensurate with SW-ABCD (green);
only q1

1 and s1
1 exhibit much more oscillation in the SW-

ABC case, and this is only early in the mission. Table 2
supports this numerically and shows very little difference
after 1999. Figure 11 shows similar plots for the high-
frequency induced coefficients where SW-ABCD (green)
and SW-ABC (red) performance is still rather close; of par-
ticular exception is the a2

2 and b2
2 pair, which is much more

poorly recovered by SW-ABC. The most striking differ-
ences between the two cases are in the recovery of coeffi-
cients where large excursions occur before mid-1998 (the
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a1
1 and b1

1 pair and the am
3 and bm

3 family) such that the
amplitudes of the oscillations are significantly larger in the
SW-ABC case. This suggests that the additional orbital
plane of Swarm D is allowing for increased observability
among the estimated magnetospheric and high-frequency
induced parameters in a given bin. Evidently, the absence of
the additional orbit plane in the SW-ABC case (though only
12◦ separated Swarm C from D) will affect the modes dif-
ferently and is most likely dependent upon order m, which
is sensitive to the longitudinal sampling rate. Again, Table 2
supports these observations.

A closer look at the time-series for the a1
1 and b1

1 pair
and the am

3 and bm
3 family reveals a peculiar asymmetry in

oscillation amplitudes with respect to the 6 hr local time
separation line: the amplitudes are generally much larger
before this line than after. If the oscillations are amplified
as a result of poor parameter observability, then intuitively,
one would expect least amplitude where the orbits are most
separated, i.e., at 6 hr separation. If these amplifications
were due only to that, then one would also expect symme-
try about the 6 hr line, i.e., separations at 3 hr and 9 hr are
equivalent. Some of the apparent asymmetry is due to the
fact that the 6 hr line does not equally divide the mission
envelope such that the smallest separation angles at the be-
ginning of the mission have no counterparts later. These
smallest separations will incite the largest oscillations be-
cause they do prohibit parameter observability. However,
oscillations in the 2–3 hr separation segment are noticeably
more spurious than their counterparts in the 9–10 hr seg-
ment, for example, in b3

3.
Because the most likely scenario for launch involves or-

bital injection of all satellites from a single rocket, the
ephemerides have been synthesized so that all satellites
are initially co-rotating in approximately the same orbital
plane. This means that they are co-rotating before and
counter-rotating after the 6 hr separation line, respectively.
Now, if the field were completely static during a bin inter-
val in which two satellites in the same orbital plane were
sampling, then the estimation of the magnetospheric and
high-frequency induced fields in that bin would not de-
pend on whether the satellites were co-rotating or counter-
rotating since the solution to Eq. (25) is invariant to the row-
ordering in the residual vector, d − A x. Since there are no
known drastic differences in the nature of the synthesized
field between the co-rotation and counter-rotation phases,
this asymmetry must be an effect of time variation in the
field over the duration of a given bin.

One possibility follows from the fact that if the time
variation in the field is represented by expanding each
spherical harmonic coefficient in a Fourier time-series, and
the coordinate system is then rotated such that its equato-
rial plane coincides with the orbital plane, then the field
may be expanded on the circular orbits in terms of pairs
of “travelling modes” of the form � {A exp i(mφ + kωt)}
and � {B exp i(mφ − kωt)}. The two modes propagate the
same standing wave exp imφ in opposite directions along
the orbits with the same angular speed kω. The A and B
are complex coefficients which are constant with respect to
the orbital position angle, φ. During the co-rotation phase,
both satellites are moving with one mode, though at differ-

ent speeds, and against the other; during counter-rotation,
one satellite moves with while the other moves against a
given mode. This opposing movement between satellite
and mode, guaranteed during counter-rotation, is thought
to smooth the signal more consistently across the bins than
in the co-rotation phase in which the smoothing of one
mode depends upon the differential speeds between it and
the satellites and the satellite separation angle, 
φ. Note
that if differential speed is negligible, then phase-lock will
occur and smoothing will depend on 
φ, which is a func-
tion of orbital evolution, and thus, changes with time. Ev-
idently, the smoothing process is complicated and depends
upon many dynamic factors that change from bin to bin.
However, whether arguing from the standpoint of multiple
orbital planes in local time or from counter-rotating satel-
lites, there is significant improvement in the recovery of all
fields as a result of the constellation approach.

Until now, all but the ionospheric coefficients have been
examined. Although these parameters may seem to affect
the primary and secondary mission objectives only indi-
rectly, they have a definite influence in the recoverability
of the entire parameter state. In fact, they are likely to
be the biggest challenge in properly determining the in-
duced fields. Therefore, the ionospheric coefficients derived
from the SW-ABC constellation will be compared with the
true coefficients via a modified sensitivity matrix in which
the m summation limits of ±n in Eq. (37) are replaced by
± min (n, Mmax), where Mmax is the truncation level on QD
order m. Since the true ionospheric model has anisotropic
resolving power in QD latitude and longitude, being higher
in the former to capture such features as the EEJ, this results
in a QD truncation level that is much less for m than for
n. This drastically reduces, somewhat artificially, the size
of the normalizing coefficient, and so only the non-trivial
terms are considered here.

Plots of modified S(n, m) matrices are shown in Fig. 13
where the plot columns correspond to either equinoxes or
solstices and show the seasonal variation of the coefficients
while the plot rows correspond to diurnal wavenumber p
and show the daily variation of the coefficients. The rows
and columns of S(n, m) correspond to quasi-dipole (QD)
degree and order, respectively, with dm

n (p) = � {
εm

np

}
and

cm
n (p) = � {

εm
np

}
where εm

np = εm
np(s) evaluated at a par-

ticular season angle. Overall, the recovery appears to be
very good. Most coefficients show less than 10–20% error.
The largest discrepancies are in the p = 0 terms at the sol-
stices and in the high degree p = 4 terms. The former may
very well be related to the absence of surface data which
help resolve the static ionospheric baseline that resides in
the p = 0 terms. One may also notice alternating warm
and cool colors along a given column corresponding to a
particular m value. These are likely the result of ringing in
coefficients associated with high QD latitudinal resolution
due to the lack of regularization in this model.

4.2.3 Swarm A and B In this case data from the two
low-flying Swarm satellites, A and B, were used to derive a
model designated SW-AB. Initially, the high-frequency in-
duced field was modelled with an Nmax = Mmxi = 3 expan-
sion, but this proved to be unobservable. Evidently, the orbit
planes of these two satellites were not separated sufficiently
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Fig. 13. Modified sensitivity matrices for the ionospheric model derived from quiet-time data from SW-ABC. The plot columns correspond to equinoxes
and solstices and show the seasonal variation of the coefficients while the plot rows correspond to diurnal wavenumber p and show the daily variation

of the coefficients. The rows and columns of S(n, m) correspond to quasi-dipole (QD) degree and order, respectively, with dm
n (p) = �

{
εm

np

}
and

cm
n (p) = �

{
εm

np

}
where εm

np = εm
np(s) evaluated at a particular season angle. However, note that while the columns of S(n, m) correspond to QD

order m for p = 0, they correspond to order m + 1 for p > 0. This allows both the real and imaginary parts of ε0
np to be accommodated in this

schematic.

in local time. Thus, the final SW-AB model employed an
Mmxi = 1, which was well resolved by this orbit config-
uration. Figures 5 and 6 show that there is a distinct im-
provement in SV recovery in both the SW-ABCD and SW-
ABC models over SW-AB after about 1999, particularly for
n > 11. This corresponds quite well with the enhanced or-
bit separation between the high and low satellites by this
time. In fact, the improvement is greater from SW-AB to

SW-ABC then from SW-ABC to SW-ABCD. It is only for
n = 1 that SW-AB shows some consistent improvement
over the more complicated constellations, although 2000.5
is an exception. Again, it is expected that the addition of
ground-based observatory data will help any of the constel-
lations to resolve this properly. The sensitivity matrices do
not differ greatly from the previous models and so they are
not included. Figures 8 and 9 show that SW-AB (light blue)
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is in fact doing very well for n = 1−3, in some cases much
better than SW-ABC (red) and SW-ABCD (green).

As for crustal field recovery, SW-AB actually does a
slightly better job than either SW-ABCD or SW-ABC at
high degrees. This is most likely due to the fact that the
high-altitude data from Swarm C and D are less sensitive
to the high-degree crust, but still exert influence on the
estimation. In practice, the weighting amongst the satellites
should be tuned to reflect this effect.

The comparison of the time-series recovery of the mag-
netospheric coefficients for the SW-AB (light blue) case in
Fig. 10 shows that it is of similar quality to that of the SW-
ABC (red) and SW-ABCD (green) cases; in fact, it is better
than SW-ABC for q1

1 and is the best for s1
1 over the entire

mission. It is markedly worse after 1999 as Table 2 con-
firms. Fig. 11 shows similar plots for the high-frequency
induced coefficients and what is interesting is the apparent
superior recovery of the a1

1 and b1
1 pair and a0

3 prior to 1999
from the SW-AB (light blue) model; after 1999 SW-ABC
and SW-ABCD are superior, in accordance with Table 2.
This is a manifestation of the Mmxi = 1 truncation level
used in SW-AB, which results in fewer parameters needing
to be resolved. In the beginning of the mission the SW-ABC
constellation offers no real advantage over SW-AB since
the Swarm C is co-rotating in essentially the same plane
as Swarm A and B. However, SW-ABC is being asked to
resolve a much more complicated longitudinal structure in
that Mmxi = 3. The addition of Swarm D at a 12◦ separa-
tion angle in SW-ABCD is still not enough to initially re-
solve this higher Mmxi. Although the magnetospheric trun-
cation levels are identical amongst the three models, both
the magnetospheric and the high-frequency induced fields
are co-estimated, which leads to a wide spread observabil-
ity problem as evidenced by the spurious oscillations in, for
example, the s1

1 time-series of SW-ABC. This suggests that
future algorithms should incorporate some type of princi-
ple component analysis when modelling these fields in each
bin.

4.2.4 Swarm A To complete the comparison, data
from low-flying Swarm A were used to derive model SW-
A. As in the SW-AB case, truncation levels of Nmax = 3
and Mmxm = Mmxi = 1 were used in describing the magne-
tospheric and high-frequency induced fields in bins of 1 hr
duration. However, it was found that these fields, and con-
sequently the SV field, were not well resolved. Therefore,
the bin interval was increased to 3 hr where the resulting ob-
servability was surprisingly good. Figures 5 and 6 show that
the Rn power in the discrepancies of the SV model remains
consistently below the true signal power for 2 < n < 12.
There is severe degradation for n > 13, as can be seen in the
ρn plots. The combination of spatial complexity and high-
frequency variation present in the external and induced field
contributions could not be resolved adequately with a sin-
gle satellite. While increasing the bin duration allows more
complicated spatial structure to be modelled, the longer av-
eraging window evidently also allows unmodelled pertur-
bations in the induced field to map into the high-degree SV.

The quality of the crustal field recovery can be deduced
from Fig. 6. Only coefficients in the n < 78 range have
degree correlations above 0.7. Although not shown here,

the sensitivity matrix indicates that much of the degradation
is occurring when n and m are both above about 40. This is
interesting since the problem of multiple satellite altitudes
mentioned earlier does not apply here. It suggests that
perhaps perturbations in the induced signal whose periods
are shorter than the 3 hr bin duration are contaminating the
crustal field. Thus, the lack of multiple satellites in well-
separated orbits can be seen to degrade not only the SV
recovery, but also that of the crustal field.
4.3 Recovery from equally-incremented data

Encouraged by the successful post-1999 recovery of the
time-series of both the magnetospheric and high-frequency
induced fields with the quiet-time restrictions, it was de-
cided that an investigation should be undertaken to explore
the feasibility of deducing conductivity structure directly
from Swarm measurements. This involves the generation
of a certain type of response function known as the “C-
response”, which may be interpreted as an inductive length
scale for a particular frequency and position and is given by
(Parkinson and Hutton, 1987)

C(ω, r) = Br(ω, r)
∇H · BH(ω, r)

, (38)

where ω is the frequency and ∇H · BH(ω, r) is the hori-
zontal divergence of the horizontal component of B(ω, r).
Because the derivation is done in the frequency domain, it
requires Fourier analysis of the magnetic field in time and
so is best achieved using uninterrupted time-series of the
expansion coefficients at equal increments.

As alluded to earlier, the fidelity of the recovered magne-
tospheric and high-frequency induced time-series is high-
est when orbital plane separations are greatest and when
the satellites are in counter-rotation phase. As a result,
this exercise used data from the Swarm A, B and C satel-
lites during the 1999–2002 time span at a continuous 1 min
sampling rate, regardless of magnetic condition. Since a
majority of the magnetic storm signature appears in the
magnetospheric and associated induced field contributions,
the methodology used here should suffice in discriminating
most of the involved signals, especially since the data are
synthesized by interpolating between 1 hr snapshots of the
underlying expansions of such perturbed fields (Olsen et al.,
2006).

A three-satellite constellation was employed because,
from previous arguments, this appears to be the minimum
number required to meet the mission objectives stated so
far. This yields 1,578,240 vector observations per satellite
for a total measurement count of dim (d) = 14,204,160.
Parameter, bin and orthogonality constraint counts for this
case were quoted earlier in Section 3.2.1. However, because
penetration of the induced fields is a function of frequency,
with longer periods probing greater depths, the C-responses
will also be sensitive to different depth ranges depending on
their frequency. In order to resolve certain target features in
the 3-D conductivity structure, this analysis was “tuned” to
various frequencies by adjusting the bin duration; therefore,
bins of 3, 6 and 12 hr duration were also used. In these lat-
ter three cases, the longer bin durations allowed for more
complicated internal field structure to be modelled, and so
a slight modification was used in that Eqs. (18) and (19)
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were given different degree truncation levels: Nmax = 3
and Mmxm = 1 for the magnetospheric field, but Nmax = 5
and Mmxi = 5 for the high-frequency induced field.

Although the results of these cases are not included here,
they are indeed commensurate with those of the quiet-time
case. In fact, the quality of the time-series has allowed for
the generation of intriguing C-response maps in a subse-
quent “mantle imaging” study, the details of which are re-
ported in the companion paper of Kuvshinov et al. (2006).
This study used the results from the 6 hr bin case to suc-
cessfully detect the presence of a large, hypothetical, re-
gional conductor beneath the Pacific plate at a depth of 400–
700 km from derived global C-responses having a 7.8 day
period. These exciting results illustrate the enormous poten-
tial for scientific advancement in 3-D electromagnetic stud-
ies possible with the Swarm mission.

5. Conclusions
The combination of measurement acquisition through the

Swarm constellation concept and analysis through the CI
methodology has proven to be an effective means of achiev-
ing the Swarm mission objectives. It has been shown that a
three-satellite constellation consisting of two lower space-
craft flying side-by-side in essentially a single orbital plane
along with an additional higher spacecraft in a separate or-
bital plane, such that the planes precess at different rates,
is sufficient in not only recovering the SV and lithospheric
signal from noisy data over the course of the mission, but
also time-series of magnetospheric and high-frequency in-
duced fields. These time-series are of sufficient quality to
allow realistic C-response functions to be derived, and thus,
describe inductive length scales per frequency and position.
These may subsequently be used to detect 3-D mantle con-
ductivity structures, which themselves might be estimable
directly from the data.

It is expected that if additional satellites were placed in
distinct orbital planes, then even more complicated struc-
ture in the magnetosphere and associated induced fields
could be discerned at discretization levels below 1 hr. In
fact, early in this study a fine-scale time discretization was
attempted with the ionospheric field and its associated in-
duced contribution. However, the ionospheric field has
much more small-scale structure than the magnetospheric
field, especially on the dayside, e.g., the EEJ. Furthermore,
it lies below the satellite sampling shells, thus requiring ex-
tensive surface data coverage in order to separate it from its
induced counterpart. It may be possible though to exploit
the regular time variability of this field, otherwise known as
Sq, such that realistic transfer functions may be developed
which will allow these discretized snapshots to be applied.

Finally, the numerical methods employed in this study
were sufficient in justifying the utility of the CI approach in
treating the Swarm constellation data, but they could be im-
proved upon. As mentioned earlier, parameter separability
problems could be ameliorated by applying singular value
decomposition (SVD) within each bin. This would allow
the maximum amount of information to be extracted and
would enhance overall recovery. In addition, alternatives
to the rigid orthogonality constraints between the time vari-
ations of the induced and SV fields may be found which

are more physically plausible; perhaps based upon long-
period induction responses. Clearly, much work remains
to be done at all levels, but much progress has already been
made.
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Appendix A. Length Comparisons Involving Pa-
rameter State and Predicted Signal
Vectors from Co- and Serial Estima-
tion

In this Appendix, the key Euclidean length relationships
between the predicted signals given in Eq. (8) and parame-
ter states given in Eq. (11) of Section 2 resulting from co-
estimation and serial estimation will be derived. The Eu-
clidean �2 norm of a general matrix A is defined as (Dem-
mel, 1997)

|A| ≡
√

λmax (A∗ A), (A.1)

where λmax(·) denotes the largest eigenvalue and ∗ denotes
the conjugate transpose. The following three key properties
of the �2 matrix norm will be needed, given real positive
semi-definite (PSD) symmetric matrix S and real general
matrix A,

|S| ≡ λmax (S) , (A.2)∣∣A−1
∣∣ =

√(
λmin

(
AAT

))−1
, (A.3)

|A| = ∣∣AT
∣∣ . (A.4)

where λmin(·) denotes the smallest eigenvalue, and of
course,

∣∣A−1
∣∣ = ∞ for singular A matrices.

The notation of Section 2 and its definitions of matrices
A and B and vectors d and xB will now be used throughout
such that the following relationships hold

RA = A
(

AT A
)−1

AT , (A.5)

NA = I − RA, (A.6)

x̃B = (
BTNA B + BTRA B

)−1
BTNAd, (A.7)

xB = (
BTNA B

)−1
BTNAd, (A.8)

d̃B = Bx̃B, (A.9)

dB = BxB . (A.10)

First, assume that both BTNA B and BT B are invertible
such that the Cholesky decompositions BTNA B = L LT

and BT B = K K T exist, where L and K are lower-
triangular matrices. This leads to

|NAdB | = |NA BxB | , (A.11)

= xT
B BTNA BxB, (A.12)

= xT
B L LT xB, (A.13)

= ∣∣LT xB

∣∣ , (A.14)

and likewise

|dB | = ∣∣K T xB

∣∣ . (A.15)



394 T. J. SABAKA et al.: COMPREHENSIVE INVERSION USING SWARM

The upper-bound on
∣∣K −1L

∣∣ will also be needed in future
calculations, and so by definition

∣∣K −1L
∣∣ ≡

√
λmax

(
LT K −T K −1L

)
, (A.16)

but,

LT K −T K −1L = LT
(
L LT + BTRA B

)−1
L , (A.17)

= LT L−T (A.18)(
I + L−1 BTRA BL−T

)−1
L−1L ,

= (
I + L−1 BTRA BL−T

)−1
. (A.19)

Since L−1 BTRA BL−T is PSD, then I + L−1 BTRA BL−T

is positive definite (PD) symmetric with eigenvalues ≥ 1,
which leads to ∣∣K −1L

∣∣ ≤ 1. (A.20)

The second of the set of inequalities relating the lengths
of various projections of the data signal vectors predicted
by co-estimation, dB , and serial estimation, d̃B , in Eq. (8)
is now straight forward to derive∣∣∣d̃B

∣∣∣ = ∣∣K T x̃B

∣∣ , (A.21)

=
∣∣∣K T

(
BT B

)−1
BTNAd

∣∣∣ , (A.22)

=
∣∣∣K T K −T K −1L LT

(
BTNA B

)−1
(A.23)

BTNAd
∣∣ ,

≤ ∣∣K −1L
∣∣ ∣∣∣LT

(
BTNA B

)−1
(A.24)

BTNAd
∣∣ ,

≤ ∣∣LT xB

∣∣ , (A.25)

= |NAdB | . (A.26)

The first and last inequalities of Eq. (8) follow from the fact
that since

|dB |2 = |NAdB |2 + |RAdB |2 , (A.27)

then

|NAdB |2 ≤ |dB |2 , (A.28)

|NAdB | ≤ |dB | . (A.29)

Finally, it is interesting to note the following alternative
derivation which relates the first and second inequalities of
Eq. (8) ∣∣∣NAd̃B

∣∣∣ = ∣∣LT x̃B

∣∣ , (A.30)

= ∣∣LT K −T K −1 BTNAd
∣∣ , (A.31)

= ∣∣LT K −T K −1L LT L−T L−1 (A.32)

BTNAd
∣∣ ,

= ∣∣LT K −T K −1L LT xB

∣∣ , (A.33)

= ∣∣LT K −T K −1LNAdB

∣∣ , (A.34)

≤ ∣∣LT K −T K −1L
∣∣ |NAdB | , (A.35)

≤ |NAdB | , (A.36)

the last inequality following since LT K −T K −1L is PD
symmetric with eigenvalues ≤ 1.

Now, the upper-bound on the ratio of the lengths of x̃B to
xB in Eq. (11) may be derived similarly as∣∣x̃B

∣∣ = ∣∣K −T K −1 BTNAd
∣∣ , (A.37)

= ∣∣K −T K −1L LT L−T L−1 BTNAd
∣∣ , (A.38)

= ∣∣K −T K −1L LT xB

∣∣ , (A.39)

= ∣∣L−T LT K −T K −1L LT xB

∣∣ , (A.40)

≤ ∣∣L−T
∣∣ ∣∣LT K −T K −1L

∣∣ ∣∣LT
∣∣ |xB | , (A.41)

≤ ∣∣L−T
∣∣ ∣∣LT

∣∣ |xB | , (A.42)

= ∣∣L−1
∣∣ ∣∣LT

∣∣ |xB | , (A.43)

=
√

λmax
(
L LT

)
λmin

(
L LT

) |xB | , (A.44)

=
√

κ
(
BTNA B

) |xB | , (A.45)

and so, ∣∣x̃B

∣∣
|xB | ≤

√
κ

(
BTNA B

)
, (A.46)

where Eq. (A.19) was used in going from Eq. (A.41) to
Eq. (A.42) and where κ

(
BTNA B

)
is the condition number

of BTNA B, i.e., the ratio of the largest to smallest eigenval-
ues of BTNA B (see Demmel, 1997).
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