Interplay of variable thermal conductivity and expansivity on the thermal structure of oceanic lithosphere II
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We have extended our previous analysis of the effects of constant vs. variable, i.e., pressure and temperature dependent thermal conductivity ($k$) and constant thermal expansivity ($\alpha$) on the thermal structure of the oceanic lithosphere. We apply our analysis to the actual data set including information on the geoid slope. The heat flow and ocean floor depth data constrain the thermal expansivity ($\alpha \approx 3 \times 10^{-5}$ $/{ }^\circ$C) and the thermal conductivity. The probable value of thermal conductivity is $\approx 3$ W/m/$/{ }^\circ$C for the constant $k$ case and $\approx 4$ W/m/$/{ }^\circ$C (at ambient conditions) for the variable $k$ case. These $\alpha$ and $k$ are generally consistent with laboratory data of appropriate lithospheric materials. Our analysis supports the plate model with thin lithosphere and high bottom temperature, such as GDH1 ($95$ km; $1450$ $^\circ$C). Variable $k$ case requires slightly thinner and higher temperature lithosphere ($\approx 85$ km and $\approx 1500$ $^\circ$C) and gives a slightly better fit to the geoid slope data.
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1. Introduction

Studies of the thermal structure of oceanic lithosphere originates in 1960’s (e.g., McKenzie, 1967; Turcotte and Oxburgh, 1967). From these studies, two currently popular thermal models of oceanic lithosphere, i.e. cooling half-space model (Turcotte and Oxburgh, 1967) and plate model (McKenzie, 1967) emerged. These models have been tested or constrained mainly by heat flow and ocean floor depth data (e.g., Sclater et al., 1981). Recently, based on an extensive compilation of heat flow and ocean floor depth data, Stein and Stein (1992) proposed the thinner and hotter plate (GDH1 model) than that of the previous model by Parsons and Sclater (1977). Geoid slope data are also found to be useful to constrain the thermal model of plates (e.g., see DeLaughter et al., 1999 and references there in).

Thermal structure of the oceanic lithosphere is strongly controlled by the initial and boundary conditions which are reflected in the thickness and the bottom temperature of plate. However, it is also controlled by the physical properties of plate constituting material, i.e. density, heat capacity, thermal conductivity and thermal expansivity. Doin and Fleitout (1996) allowed a variation of thermal conductivity and expansivity around the experimentally determined values in their inversion of the CHABLIS model (See Section 4). Ideally, those physical properties should be constrained by the data only. However, probably this is not the case, especially when we use the heat flux and ocean floor depth data only. Honda and Yuen (2001) partially solved this problem using the work of pressure and temperature dependence of thermal conductivity by Hofmeister (1999).

However, since they were rather interested in the differences of the thermal structure of the lithosphere caused by the pressure- and temperature-dependence of thermal conductivity, they used the theoretical output from GDH1 from Stein and Stein (1992) as model constraints. Also, they did not take into account the geoid slope data, which may support the thin and hot lithosphere (e.g., DeLaughter et al., 1999; Richardson et al., 1995).

Heat flux, ocean floor depth and geoid data have different sensitivities on the thermal structure of the lithosphere. Heat flux is just a temperature gradient at the top surface, the ocean floor depth is proportional to the depth-integrated temperature and the geoid is the weighted depth-integral of temperature (e.g. Richardson et al., 1995; Cazenave, 1984). Combining these different data sets may constrain the physical properties of lithospheric materials and eventually the thermal structure of the oceanic lithosphere.

In this paper, we extend Honda and Yuen’s (2001) analysis using the real data sets and including the geoid slope data in order to see how they constrain the physical parameters (i.e., thermal conductivity and expansivity).

2. Analysis

The method of analyses is just the same as that of Honda and Yuen (2001) and it is forward modeling. The model is one-dimensional heat conduction, whose governing Eq. is given by

$$\rho C_p \frac{dT}{dt} = \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right)$$

(1)

where $T$ is the temperature ($^\circ$C), $\rho = 3300$ (kg/m$^3$; fixed value) is the mantle density, $C_p = 1.17$ (KJ/kg/ $^\circ$C; fixed value) is the specific heat, $t$ is the age of ocean floor, and
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\( z \) is the depth measured from the bottom of the ocean floor (positive upward). \( k \) is either constant (= \( k_0 \)) or given by
\[
k = k_0 \left( \frac{298}{T} \right)^a \exp[-(4y + 1)\alpha(T - 298)](1 + \frac{K_T^q P}{K_T^q T}) + 0.01753 - 0.00010365T + \frac{2.2451T^2}{10^3} - \frac{3.4077T^3}{10^6} (2)
\]
where \( P \) is the pressure, \( k_0 \) is the lattice thermal conductivity at ambient conditions (25°C, 1 atm), \( \alpha \) is the thermal conductivity, \( y (=1.2) \) is the Grünneisen parameter, \( K_T (=135 \) GPa) is the bulk modulus, \( K_T^q (=4) \) is the pressure derivative of the bulk modulus and \( \alpha (=0.33; \) a typical value of silicates) is a constant (Hofmeister, 1999). In Eq. (2), \( T \) is the absolute temperature. \( \alpha \) is taken to be constant for simplicity, though it is treated as a parameter. This formulation includes both lattice conduction (the first term) and the radiative heat transfer (remaining terms). The boundary conditions are \( T(z,0) = T(-D,t) = T_m \) and \( T(0,t) = 0 \), where \( D \) and \( T_m \) are the thickness of the plate and the temperature at the ridge and at the bottom of the plate. This model can naturally include the cooling half space model, if \( D \) is set to be very large value. It can be shown that the plate model with a constant speed (McKenzie, 1967) is equivalent to this one-dimensional heat conduction model by assuming that the horizontal temperature gradient is small and the distance from the ridge is converted to the age. We also point out that this kind of models depends on the steadiness of plate movement.

A finite difference version of Eq. (1) (forward in time and central difference for diffusion term) is numerically integrated for given sets of \( T_m, D, \alpha \) and \( k_0 \). The spatial resolution of the lithospheric domain is 1 km and small enough time-stepping is employed for numerical stabilization of the non-linear diffusion equation.

The model can be compared with the observations, that is, heat flux \( Q(t) \), ocean floor depth \( d(t) \) and geoid slope \( gs(t) \), which is defined by \( d(\text{geo}(t))/dt \) where \( \text{geo}(t) \) is the geoid height at age \( t \). They can be predicted from the models by \( Q(t) = -k_0 \delta T/\delta z \) at \( z = 0 \), \( d(t) = \frac{\rho_a}{\rho_w} \int_0^D (T(z,t) - T_m)dz \) (\( \rho_a = 1000 \) kg/m\(^3\); density of sea water) and \( gs(t) = \frac{2 \rho_a \gamma}{g} \int_0^D \Delta \rho(z)dz \) \( (G = 6.6732 \times 10^{-11} \) Nm\(^2\) kg\(^{-2}\); gravitational constant, \( g = 9.8 \) m/s\(^2\) reference acceleration of gravity \( \Delta \rho \); density difference at \( z \) between the mantle under the ridge and the ocean floor of the age \( t \). See, for example, Turcotte and Schubert, 1982).

We have three types of misfits between model predictions and observations defined by
\[
\delta^2_{\text{TYPE}} = \frac{1}{N_{\text{TYPE}}} \sum \frac{(\text{TYPE OBS} - \text{TYPE MODEL})^2}{\delta^2_{\text{TYPE OBS}}} (3)
\]
where “TYPE” is either \( Q \) (heat flux), \( d \) (ocean floor depth) or \( gs \) (geoid slope). The suffix “OBS” and “MODEL” imply “observations” and “model output”, respectively. \( \delta^2_{\text{TYPE OBS}} \) is the square of standard error of the data of “TYPE”. The summation is made for a total number of data \( N_{\text{TYPE}} \). To evaluate the model fits, we use two types of misfits, that is,
\[
\delta^2_{O,d} = (\delta^2_Q + \delta^2_d)/2
\]
and
\[
\delta^2_{O,gs} = (\delta^2_Q + \delta^2_d + \delta^2_{gs})/3. (5)
\]
Data sets are from the compilation of Kido and Seno (1994) for ocean floor depth, Stein and Stein (1992) for heat flux and Richardson et al. (1995) for geoid slope.

The parameters of our models are \( k_0, \alpha, T_m \) and \( D \), and they are changed, systematically, from 2.5 to 6.0 (W/m°C), \( 2 \times 10^{-5} \) to \( 4.5 \times 10^{-5} \) (1/C), 1000 to 1800 (°C) and 60 to 125 (km) at increments of 0.5 (W/m°C), 0.5 \times 10^{-5} \) (1/C), 50 (°C) and 50 (km), respectively. For \( \alpha \) we make an additional calculation with \( \alpha = 2.25 \times 10^{-5} \) (1/C).

3. Results

By fixing the physical parameters, \( \alpha \) and \( k_0 \), we can determine the combination of \( D \) and \( T_m \) which gives the smallest \( \delta^2_{O,gs} \) or \( \delta^2_{O,d} \). The obtained results by this way are summarized in Fig. 1 for constant \( k \). The left and right columns of Figs. 1 and 2 show \( \delta^2_{O,d} \) and \( \delta^2_{O,gs} \), respectively. They are normalized by the smallest values of each \( \delta^2 \) (We denote this \( \delta^2 \), that is, \( \delta^2_{\text{TYPE}} = \delta^2_{\text{TYPE OBS}} / \delta^2_{\text{TYPE OBS}} \)), and subtracted 1. The radius of filled circles is proportional to their magnitudes. The solid and dashed lines show iso-\( \alpha \) and \( k_0 \), respectively and their values are show by normal characters (\( k_0 \); see the topmost figures of Figs. 1 and 2) and bold italic characters (\( \alpha \); see the middle figures of Figs. 1 and 2), respectively.

We also show the estimates of Parsons and Sclater’s (1977) model (“P”) and GDH1 (“G”) (see the lowermost left figures). Thick dashed lines in all figures are the solidi from McKenzie and Bickle (1988).

In the topmost figures, if \( \delta^2 \) exceeds 2 (shown by “Tcut” in Figs. 1 and 2), we set \( \delta^2 \) to 2. From these results, one may notice that the combination of the heat flow and ocean floor depth data cannot constrain the range of \( k \) but it may constrain the range of \( \alpha \). On the other hand, an inclusion of geoid data appears to constrain the range of both \( \alpha \) and \( k \). However, the resultant residuals \( \delta^2_{O,gs} \) are usually a several times larger than \( \delta^2_{O,d} \), and the lower limit of \( k \) appears not to be well constrained.

If we know the right weighting for \( \delta^2 \) of different type (i.e., heat flux, ocean floor depth and geoid slope) of data sets, we may determine a reasonable estimate of \( \alpha \) and \( k \) using a single residual map. However, since this is not the case, we evaluate the appropriateness of parameters by making additional checks of the fit of each data type.

In the middle and bottom sections of Figs. 1 and 2, we set \( \delta^2_{O,d} \) and \( \delta^2_{O,gs} \) to 2, if either \( \delta^2_{O,Q} \), \( \delta^2_{O,d} \) or \( \delta^2_{O,gs} \) exceeds the threshold values which are shown in Figs. 1 and 2 by “Ecut”. As the threshold values decrease, \( \delta^2 \) of some combinations of parameters becomes 2, and, thus, they can be excluded from appropriate parameter combinations.

A combination of heat flow and ocean floor depth data gives a rather broad minimum and the change of residual distribution associated with the change of threshold value is not systematic. This may occur because this combination cannot restrict \( k \). On the other hand, an inclusion of geoid slope data narrows the range of appropriate parameters, systematically as the threshold decreases. It may be notable that the parameter combination close to GDH1 model for constant \( k \)
Fig. 1. The combination of $D$ and $T_m$ which gives the least residuals for given $\alpha$ and $k_0$ for constant thermal conductivity. The radius of the filled circles shows the magnitude of $\delta^2 - 1$. The radius of the filled circles shown on the right corner is 0.5. Left and right columns show the $(\delta_{\vartheta,0} - 1)$ and $(\delta_{\vartheta,Res} - 1)$, respectively. Solid and dashed lines connect the points with equi-$\sigma$ and $k_0$, respectively. Numerals in the top figures show the values of $k_0$ (W/m²/C). Numerals shown by bold italics in the middle figures show the values of $\alpha \times 10^{3}$ (1/C). See text for detail.

Fig. 2. The combination of $D$ and $T_m$ which gives the least residuals for given $\alpha$ and $k_0$ for variable thermal conductivity. See the caption of Fig. 1.

4. Discussions

Based on the present analysis, we choose a model which gives a comparable fit to data as GDH1 does and compare them. This model, which we call "V", is characterized by the parameters $\alpha = 3 \times 10^{-5}$ (1/C), $k_0 = 4$ (W/m²/C) (variable thermal conductivity), $D = 85$ (km) and $T_m = 1500$ (C). Misfits of each model are given in Table 1. We choose the case with $k_0 = 4$ rather than 3, since $k_0 = 3$ gives higher temperature than $k_0 = 4$ implying extensive melting (See Fig. 2).

Figure 3 shows graphical presentations of data fits. Both GDH1 (solid lines) and V (dashed lines) show similar fits, although the geoid slope of V gives a slightly better fit to the data near the ridge. This occurs since the model V cools slower than GDH1 does. This is evident in Fig. 4 of temperature distribution versus the age of plate. The slow cooling may occur partly because of the temperature dependence of $k$, that is, $k$ decreases as the temperature increases.

Doin and Fleitout (1996) proposed the CHABLIS model, in which the heat flux at given temperature is fixed. The
underlying philosophy of their model is a ubiquitous occurrence of small-scale convection beneath the oceanic lithosphere. They found that their model also gives as good fit to the data as GDH1 does, although their thermal expansivity is higher ($\approx 4 \times 10^{-5}$) than that of GDH1 and our analysis (\approx 3 \times 10^{-5}$). Their model also gives a slightly better fit to the geoid slope data, since it cools slower than the GDH1 does. Another important point of thermal field is that the temperature difference between GDH1 and V is quite large (It may reach \approx 100 degrees at \approx 80 km deep), although they give a similar fit to data. Such a large difference in the temperature will cause a large viscosity difference and it may affect the onset of small-scale convection beneath the lithosphere (Yanagawa, 2004).

Our analysis supports a thin (\approx 90 km) and hot (\approx 1500°C) plate model for the cooling oceanic lithosphere. This becomes most evident, if we include the geoid slope data, even under the condition that we do not fix $k$ and $\alpha$ apriori. Also, the geoid slope data may have a possibility to discriminate either a constant $k$ or variable $k$. However, unfortunately, the uncertainty of geoid slope data is large and its model fit is poor compared to other type of data. In order to get a concrete answer, we need more careful analysis of geoid slope data.

We also note that, since the preferred plate model shows a fairly high temperature in the mantle, we may expect a partial melting, at least, at younger age. This may occur especially for variable $k$ case. However, the CHABLIS model of Doin and Fleitout (1996) predicts rather low temperature at the base of plate, which is equivalent to $T_m$, since it assumes the additional heat flux from below. This implies that the thermal structure may depend also on the model assumptions. Thus, although we believe that a simple model like the one presented here will help understanding a general characteristic of the thermal structure of the oceanic lithosphere, in order to estimate the precise thermal structure, we need to study models, which incorporate the partial melting (e.g. Kono and Yoshii, 1975), and eventually fully dynamical model (Dumoulin et al., 2001).

**References**


S. Honda (e-mail: honda@eri.u-tokyo.ac.jp) and D. A. Yuen (e-mail: davey@krisoy.geo.unm.edu)